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Outline

 Introductions – Why are you here?
 What is artificial intelligence (AI)?
 How AI is impacting work and learning
 What is machine learning (ML)?
 Using ML for solving real problems
 Hands-on exercise
 Questions and answers
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Why are you interested in this session?
How much do you know about AI?
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Introductions



Overview of AI
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Artificial Intelligence

 AI: “enterprise of constructing an intelligent artifact”, something like vision, voice, making 
assumptions, playing a game, etc. [Matt Ginsberg, Essentials of Artificial Intelligence].

 ML: subfield of AI that “allows computers to learn from data without being explicitly 
programmed”.

 Deep Learning (DL): subfield of machine learning 
that uses deep artificial neural 
networks which are neural 
networks with multiple hidden 
layers – mimicking human neurons.

 Natural Language Processing: subfield of AI that 
deals with building systems that can understand natural languages; 

 Combined with machine learning, NLP can be used to build systems that can learn how 
to understand a natural language.

http://www.aisb.org.uk/public-engagement/what-is-ai5



Subfields of AI

https://www.legaltechnology.com/latest-news/artificial-intelligence-in-law-the-state-of-play-in-2015/6



Outlook 2021 for ICT in Canada

 Key Information & Communications Technologies 
 AI
 Virtual and Augmented Reality
 5G Mobile
 Blockchain
 3D Printing

 Canada is a leader in AI and wants to sustain this 
advantage through innovation and 
entrepreneurship.
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https://www.ictc-ctic.ca/wp-content/uploads/2017/04/ICTC_Outlook-2021.pdf

https://www.theglobeandmail.com/report-on-business/rob-commentary/artificial-intelligence-is-the-future-and-canada-must-seize-it/article33532668/

https://www.ictc-ctic.ca/wp-content/uploads/2017/04/ICTC_Outlook-2021.pdf
https://www.theglobeandmail.com/report-on-business/rob-commentary/artificial-intelligence-is-the-future-and-canada-must-seize-it/article33532668/


Demands of Digital Environment

2018 Deloitte Digital and MIT Sloan Management Review Survey8



Impact on Work and Learning
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Source: 
https://en.wikipedia.org/wiki/Industry_4.0#/

media/File:Industry_4.0.png10



Source: 
https://www.technologyreview.com/s/42363

6/watson-goes-to-work-in-the-hospital/11



Source: https://singularityhub.com/wp-
content/uploads/2015/08/autistic-neural-

network-3.jpg12



13



Source: 
http://news.mit.edu/2015/algorithms-

recognize-objects-few-examples-122314



Artificial Intelligence

 AI’s global economic impact is expected to reach 
$7.1 - $13.1 trillion by 2025.

 AI is moving towards becoming a core component 
of modern applications.

 Artificial Intelligence is all set to become the new 
database for the next generation applications.

 Modern applications are consuming AI Application 
Programming Interfaces (APIs).
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https://www.ictc-ctic.ca/wp-content/uploads/2017/04/ICTC_Outlook-2021.pdf

https://www.forbes.com/sites/janakirammsv/2017/06/12/3-steps-to-embedding-artificial-intelligence-in-enterprise-applications/#41e72e8b3cf4

https://www.ictc-ctic.ca/wp-content/uploads/2017/04/ICTC_Outlook-2021.pdf


AI in the Past

 The earlier implementations of AI included expert 
systems used in decision-making. 

 Such implementations used strict if-then logic to 
mimic human expertise and did not learn from data
to improve over time.

 The problem with this approach is that it is 
impossible to write a program for each task
because there may not be human expertise how to 
write it. 
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Identifying Spam E-mail

Imagine it is the early days of the Internet. 
What rules would you use to determine if an 
incoming e-mail was spam?
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Spam Email Example

 We want to automatically classify spam email from 
legitimate email. 

 There are no ideal 
rules to follow for
writing a program 
that will identify 
spam email. 
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Flagging Spam Email Using ML

 Instead, we use a large dataset of email 
examples that are correctly classified by 
humans as spam and legitimate emails. 

 Then, we use machine learning algorithms 
(such as Naïve Bayes) to “create the 
program” which will be able to classify 
new examples with sufficient accuracy.
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https://medium.com/swlh/classify-emails-into-ham-and-spam-using-naive-bayes-classifier-ffddd7faa1ef



Overview of ML
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Applications of Machine Learning

 Predicting how a viewer will rate a movie
 Predicting the stock price for tomorrow
 Finding out if an email is spam
 Detecting if a picture is a cat or a dog
 Recommending a product
 Credit approval
 Detecting handwritten characters (CAPTCHA, OCR)
 Detecting faces (Facebook Tagging)
 Weather forecasting
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Basic Principle of Machine Learning

 Learning: Using a set of observations (data) 
to uncover an underlying process 
 Supervised Learning
 Unsupervised Learning

 Predicting: A set of algorithms (learners) that 
can automatically detect/classify/predict
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Current Advantages and Limitations

Advantages Current Limitations

Can process lots of data 
and fast

Needs lots of data and they 
can be biased

Can automate many 
processes/tasks

Can automate many 
processes/tasks

Can solve very difficult 
problems for humans

Explainability

2018 Leaders and Innovators Conference24 https://www.mckinsey.com/featured-insights/artificial-intelligence/the-real-world-potential-and-limitations-of-artificial-intelligence



Discussion: What data sets do you have at your 
College? 
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Preparing to Benefit from ML



Supervised Learning

 Examples: 
1. Regression – predict house price based on 

numbers of rooms, bathrooms, square footage,  
etc.

2. Classification – credit approval, hand-written digit 
recognition, etc.

26
https://medium.com/@devins/supervised-vs-unsupervised-learning-14f68e32ea8d



Credit Approval Example - classification

 Learn a classification model to predict the classes of 
future examples

27

Age Marital 
status

Salary Credit 
Rating

Outstandi
ng debts

Approved
/Not
Approved

34 true 57,000 700 10,000 Yes

45 false 42,000 500 20,000 No

… … … … … …

Age Marital 
status

Salary Credit 
Rating

Outstandi
ng debts

Approved
/Not
Approved

29 false 45,000 500 5,000 ?



Digit recognition - classification

 Hand-written digit recognition task
some 'supervisor' has taken 
the trouble to look at each 
input, in this case an image, 
and determine the correct 
output , in this case one
of the ten 
categories {0, 1, 2,3,4,5, 6, 7,8, 9}

28
“Learning from data”, the AML book



Prediction Retention - classification

 Machine learning can be used in educational 
institutions to predict student retention
 Our application predicts the student retention based 

on historical institutional data, such as academic
and demographic records of students, and other 
available institutional information.

 The ensemble classifiers which combine the 
results of several machine learning algorithms, 
produced a better accuracy of prediction, 
approximately 80%.

2018 Leaders and Innovators Conference29



UnSupervised Learning - Clustering

 Clustering – groups data that are similar in a cluster 
and data that are different from each other in different 
clusters

 Example: segment students/customers according to 
their similarities.
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https://medium.com/@devins/supervised-vs-unsupervised-learning-14f68e32ea8d



Strong AI

 Some researchers believe there is a 50% chance of AI 
outperforming humans in all tasks in 45 years. 

 With more computing power than ever, internet, large 
datasets, quantum computing close to becoming a 
reality, and increasing interest in many areas of 
business and life, many believe that AI will allow the 
creation of systems that can do whatever humans do, 
something known as ‘strong AI’.

2018 Leaders and Innovators Conference31
https://www.techrepublic.com/article/experts-say-theres-a-50-chance-ai-will-outperform-humans-in-every-job-in-45-years/



Hands-On Exercise with ML
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Example: First Train, then Test
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https://dzone.com/articles/top-trends-machine-learning-microservices-containe



Supervised Learning Exercise

 Image Painting 
 https://cs.stanford.edu/people/karpathy/convnetjs/d

emo/image_regression.html

 https://emojiscavengerhunt.withgoogle.com/
 Here's how to play: Emoji Scavenger Hunt will 

present you with an emoji — say, a watch or a 
newspaper — and ask you to look for the real-life 
version of that object as a timer counts down.

2018 Leaders and Innovators Conference34

https://cs.stanford.edu/people/karpathy/convnetjs/demo/image_regression.html
https://cs.stanford.edu/people/karpathy/convnetjs/demo/image_regression.html
https://emojiscavengerhunt.withgoogle.com/


Supervised Learning Exercise

 Teachable Machine:
 built using the deeplearn.js library
 Teaches a machine using your camera live in the browser
 You train a neural network

locally in your device without 
sending any images to
a server

 The machine learns fast 
and responds quickly
https://teachablemachine.withgoogle.com/
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https://teachablemachine.withgoogle.com/
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https://js.tensorflow.org/
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Question and Answers
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